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• Extending the Amsterdam Diaries Time Machine with oral history

• Generate fragment-level annotations

• Reducing the amount of manual work

Maintain data provenance!

Goal 120 hr innovation project: a Proof-of-Concept
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Modular pipeline

Link with external 
knowledge graphs

Interview 
transcription

Image sources: [0] [1] [2]

Extract concepts 
and entities

https://stock.adobe.com/nl/images/isometric-speech-recognition-intelligent-personal-assistant-created-concept-voice-recognition-vector-illustration/229077669
https://diaries.amsterdamtimemachine.nl/
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LLM-based transcription and annotation pipeline
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Data

Amsterdam documentaries 
by students University of Amsterdam 
(master Public History) 

Videos (177 files, all in Dutch)
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Step 1: Transcription Speech-to-text

Whisper and WhisperX
on premise (laptop or SURF AI-hub)
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Text pre-processing (“tokenisation”)
['Barack', 'Obama', 'was', 'born', 'in', 'Hawaii', 'in', '1961', 'and', 'became', 'President', 
'in', '2009', '.']

Feature Extraction
Capitalization; Surrounding words (context); Word embeddings; Position in sentence

Entity Detection and Classification
Each token (or group of tokens) is labelled with a NER tag (e.g., PER = person, LOC = 
location, ORG = organization

Output:

What is Named Entity Recognition (NER)?
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Advantages:

1. Custom Entity Types (Zero-shot NER)
Ask GLiNER to find things like "emotion", "illness", or "travel plan"

2. Multilingual Support

3. No Training Required
It works out-of-the-box — no model fine-tuning

Step 2: Named Entity Recognition with GLiNER
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Focus on:

- overarching themes 

- abstract concepts

How:

• Prompt model to extract themes on paragraph-level

• Aggregate results to a top-5

LLM: Llama3 70B (Meta AI) 

On premise (SURF AI-hub or laptop)

Step 3: Theme/Concept extraction with LLM
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Link to external Resources

Wikidata.org

And Dutch-specific:
- Network of Terms (from Network Cultural Heritage)
- Cultural Heritage Thesaurus (from Dutch Cultural Heritage Agency)
- Adamlink.nl (reference data for Amsterdam collections)

https://netwerkdigitaalerfgoed.nl/activiteiten/termennetwerk/
https://netwerkdigitaalerfgoed.nl/activiteiten/termennetwerk/
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Human evaluation
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Results: WhisperX and GLiNER Named Entity Recognition
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Results: LLM based Theme/Concept extraction
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Visualisation of result in (temporary) front-end

30 second 

video chunks
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Step 1: Speech-to-Text (word level)

Step2: Named Entity Recognition (sentence level)

Step 3: LLM based theme / concept extraction (paragraph level)

Using local models: on laptop or on-premise SURF AI-hub

Summary
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Combining existing technologies 
and adding new value by 

• An automated end-to-end solution 

specific choices for this case: 
entities, linked external resources, LLM (size depending on 

infrastructure)

• Context is important for LLMs -> short sentences are harder to interpret 

• Modular: re-use of elements

New solution for this audience (data curators, conservation researchers)

Conclusion
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Thanks to:

Simone van Bruggen 
(SURF)

Design and testing of 
the annotation pipeline

Boudewijn Koopmans, 
Ingeborg Verheul, Leon 
van Wissen (UvA)

Project team 
Meaningful Memories

Code available at: https://github.com/SURF-ML/meaningful-
memories
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Example prompt for LLM based theme search

{
"role": "system",
"content": "You are an assistant helping with finding relevant themes and 

concepts in a piece of Dutch text. Focus on larger and more abstract themes. Always 
reply in Dutch. Return the list of concepts only, do not explain yourself or summarize 
the text.",

},
{

"role": "user",
"content": "Welke thema's, concepten komen hier voor? Geef alleen de lijst 

met concepten in korte keywords zonder uitleg, gescheiden door een komma.",
},



Title only #1

Importance of context for LLMs
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No gold standard: no ground truth annotations for this dataset 

WhisperX

Result accepted as-is (PoC)

Named Entity Recognition and LLM-based theme/concept 
extraction

How to estimate quality?

Probability per entity -> only accept if above threshold 

Is probability a good measure of quality? 

Quality
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Potential interest for all researchers using interviews/spoken narratives

Including other fields (e.g. psychology, health domain) 

Reference for future (Dutch) speech projects

Related to running projects

HOSAN (Hoogwaardige Spraakherkenning voor het Nederlands)

GPT-NL

Value for SURF, 
the Dutch IT cooperative for  education and research
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